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ABSTRACT

Wide-field imaging of magnetic signals using ensembles of nitrogen-vacancy (NV) centers in diamond has garnered increasing interest due
to its combination of micron-scale resolution, millimeter-scale field of view, and compatibility with diverse samples from across the physical
and life sciences. Recently, wide-field NV magnetic imaging based on the Ramsey protocol has achieved uniform and enhanced sensitivity
compared to conventional measurements. Here, we integrate the Ramsey-based protocol with spin-bath driving to extend the NV spin
dephasing time and improve magnetic sensitivity. We also employ a high-speed camera to enable dynamic wide-field magnetic imaging. We
benchmark the utility of this quantum diamond microscope (QDM) by imaging magnetic fields produced from a fabricated wire phantom.
Over a 270� 270lm2 field of view, a median per-pixel magnetic sensitivity of 4:1ð1Þ nT =

ffiffiffiffiffiffi

Hz
p

is realized with a spatial resolution � 10 lm
and sub-millisecond temporal resolution. Importantly, the spatial magnetic noise floor can be reduced to the picotesla scale by time-
averaging and signal modulation, which enables imaging of a magnetic-field pattern with a peak-to-peak amplitude difference of about
300 pT. Finally, we discuss potential new applications of this dynamic QDM in studying biomineralization and electrically active cells.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1116/5.0176317

I. INTRODUCTION

The nitrogen-vacancy (NV) center in diamond is a solid-state
spin defect that emits magnetic-field-dependent fluorescence under
optical excitation. Precision magnetic sensing can be performed at
ambient conditions using an ensemble of NVs or a single NV, with
wide-ranging applications across the physical and life sciences.1–3 In
particular, the wide-field magnetic imaging modality known as the
quantum diamond microscope (QDM) employs a dense, micron-
scale-thick surface layer of NVs on a diamond chip, onto which a sam-
ple of interest is placed. The QDM has been applied for studying both
static and dynamic magnetic signals from diverse samples, including
ancient rocks and meteorites, 2D condensed matter systems, and elec-
tronic circuits.1,4–6 The QDM is also useful for many life science appli-
cations, due to the biocompatibility of the diamond surface. Examples
include characterization of iron mineralization in bacteria,7 malarial
hemozoin crystals,8 and iron organelles in homing pigeons;9 under-
standing the microscopic origin of MRI contrast;10 and tracking the

tumbling dynamics of DNA-tethered magnetic particles11 among
other applications.12–14

A majority of QDMs realized to date utilize a continuous-wave
optically detected magnetic resonance (CW-ODMR) sensing protocol.
However, competing effects of the optical and microwave (MW) fields
employed during CW-ODMR measurements constrain the achievable
sensitivity for a fixed number of NVs per imaging pixel.2 This limita-
tion results in averaging intervals of hours for nanotesla magnetic
fields,7,9,10 restricting the imaging of weaker magnetic sources, as well
as sample throughput. The demand for sensitivity is especially critical
when both spatial and time resolution are required for imaging
dynamic magnetic fields, such as from action potential (AP) currents
in electrically active cells. To date, dynamic NV-based measurements
have detected magnetic fields from neuron,15 cardiac,16 and muscle14

AP currents, but only by spatially integrating the ensemble NV fluores-
cence (over> 100lm length scales) onto a single photodiode and sig-
nal averaging over multiple AP measurements. In particular, the
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temporal resolution in demonstrated QDM dynamic biomagnetic
imaging experiments10,11 are inadequate compared to the sub-
millisecond timescales required for resolving individual AP currents.

QDM per-pixel magnetic sensitivity and temporal resolution can
be improved by implementing a pulsed sensing protocol with acquisi-
tion using a high-frame-rate camera.17–19 Pulsed protocols using
Ramsey magnetometry, in particular, separate intervals of NV optical
preparation and readout, MW control, and sensing, affording optimi-
zation of each NV-interrogation stage for improved sensitivity com-
pared to CW-ODMR. Recent advances in Ramsey-based magnetic
imaging protocols have demonstrated robustness to errors from het-
erogeneous MW control fields, diamond strain, and temperature,17

enabling spatially uniform and order-of-magnitude improved sensitiv-
ity compared to CW-ODMR-based measurements.6

In this work, we benchmark the utility of a Ramsey-based QDM
using a high-speed, lock-in camera by imaging static and dynamic
magnetic fields from a fabricated wire phantom [Fig. 1(a)]. The phan-
tom’s geometry is designed to generate nontrivial, micron-scale spatial
patterns of magnetic fields. We additionally integrate spin-bath driv-
ing20 to improve the magnetic sensitivity by extending the NV spin
dephasing time, expanding the utility of this technique from previous
confocal-volume demonstrations to wide-field imaging. After describ-
ing the experimental setup in Sec. II, we first characterize the perfor-
mance of the magnetic imaging system, including analysis of
sensitivity in Sec. III A and spatial magnetic noise floor in Sec. III B.
Next, we present static magnetic-field imaging experiments with
micron-scale spatial resolution in Sec. III C. Importantly, we demon-
strate the capability to resolve a picotesla-scale magnetic-field pattern
by time-averaging and signal modulation and show the usefulness of a
denoising technique21 in improving the image signal-to-noise ratio
(SNR). In Sec. IIID, we image dynamic magnetic fields by applying to
the phantom a broadband, synthetic human cardiac signal. We show
that a time series of QDM magnetic images can capture temporal var-
iations with sub-millisecond time resolution. Given these

demonstrations, we discuss potential applications in imaging static
and dynamic biomagnetic signals in Sec. IV, including magnetic char-
acterization of iron-loaded compartments in engineered eukaryotic
cells,22 high-throughput screening of biogenic magnetite across candi-
date tissues for vertebrate magnetoreceptors,9,23–25 and monitoring of
currents in cardiomyocytes. Finally, we provide an outlook toward
imaging weaker and more transient biomagnetic fields such as signals
produced by neuronal currents.

II. EXPERIMENTAL METHODS

The NV center is a C3v-symmetric defect center formed by substi-
tution of a nitrogen atom adjacent to a vacancy in the diamond lattice.
Its electronic spin S¼ 1 ground state [Fig. 1(b)] has a zero-field
splitting D ¼ 2p� 2:87GHz at room temperature, separating the
jms ¼ 0i and jms ¼ 61i sublevels. Application of a bias magnetic
field further splits the degenerate jms ¼ þ1i and jms ¼ �1i states
through the Zeeman effect. For the present QDM experiments, a nom-
inal 4.3mT bias magnetic field is aligned to one of the four NV ensem-
ble axes in diamond for sensing the projection of signal magnetic fields
along that particular sensing NV axis (defined as the z axis). Under
this condition, transverse crystal stress and electric fields can be
neglected in the ground-state sensing NV Hamiltonian,17,26–28 result-
ing in the approximate form

Ĥ=�h � DþMz½ �Ŝ2z þ cBzŜz ; (1)

where Ŝz is the dimensionless spin-1 operator, c ¼ 2p� 28:024GHz/
T (Ref. 29) is the NV electron gyromagnetic ratio, and Bz and Mz are
longitudinal components of the bias magnetic field and crystal stress,
respectively. (More generally, vector magnetic sensing is possible by
measuring the components of the signal field along all NV axes.2)

The sequence employed for magnetic imaging is shown in Fig. 1(c),
and the experimental apparatus is shown schematically in Fig. 1(d). The
diamond employed in these demonstration experiments has a 10lmNV

FIG. 1. (a) Imaging phantom magnetic fields using a quantum diamond microscope (QDM). 532-nm excitation laser light excites NV centers at the diamond chip surface. A pla-
nar, gold omega-loop delivers microwaves (MWs) to the diamond chip for NV spin-state control. Optical components collect NV fluorescence onto either a photodiode or a
high-speed camera (not shown). A bias magnetic field (not shown) is applied along one NV axis. An RF signal delivered by a nearby coil drives paramagnetic bath spins in the
diamond to increase the ensemble NV spin dephasing time (T�

2 ). A driven current in the phantom produces a magnetic-field pattern to be imaged with the QDM. An example
image of simulated phantom magnetic signals, projected along the direction of a sensing NV axis with 5 lm standoff from the source to the NV surface, is shown in the inset.
Scale bar: 50 lm. (b) NV energy-level diagram. The enlarged view shows the electronic spin triplet ground state with zero-field splitting D and bias magnetic field B aligned to
the sensing NV axis. (c) Pulse sequence for magnetic imaging based on integration of Ramsey magnetometry (top) and spin-bath driving (bottom). To mitigate NV control error
and laser intensity noise, a dual-tone MW is employed, and its phase is alternated (see main text). (d) Experimental apparatus. A flip mirror can route the NV fluorescence to a
photodiode for rapid measurements of ensemble NV spin properties and experimental optimization.
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ensemble layer (½NV� ¼ 2:4 ppm, 15N enriched) on a 2� 2� 0:5 mm3

substrate (> 99.995% 12C). During the Ramsey sequence, a pulse of
532nm laser irradiation first initializes the NV electronic spin state to
jms ¼ 0i via optical pumping. Then, a dual-tone MW pulse prepares the
NV spin state as a superposition between jms ¼ þ1i and jms ¼ �1i for
magnetic sensing. In the subsequent Ramsey free evolution interval s, the
presence of an additional signal magnetic field Bsig along the sensing
NV axis causes accumulation of a relative phase /B ¼ 2cBsigs between
jms ¼ þ1i and jms ¼ �1i in the rotating frame.30 The optimal choice2

of s is limited by the NV spin dephasing time T�
2 . To extend T�

2 while
retaining sensitivity to static and broadband magnetic signals, RF control
fields resonant with the paramagnetic spin-bath transitions in the dia-
mond are applied during the free evolution interval. This spin-bath-driv-
ing technique decouples unwanted dipolar interactions between NV
sensor spins and paramagnetic bath spins (Sec. III in the supplementary
material). At the end of the Ramsey free evolution interval, a second dual-
tone MW pulse maps the accumulated phase information /B into a pop-
ulation difference between jms ¼ 0i and jms ¼ 61i. This population
difference, proportional to the magnetic signal Bsig, is subsequently read
out using the spin-state-dependent NV fluorescence via a lock-in camera
(Heliotis heliCamTM C3) that is capable of external frame rate of up to
3.8kHz. The camera has a tunable internal exposure frequency of up to
1MHz, which is synchronized with MW-phase-alternated Ramsey mea-
surements. This particular variation of the Ramsey sequence is designed
to mitigate laser intensity noise and NV spin-control errors in the accu-
mulated signal contained in each external frame (Sec. II in the supplemen-
tary material). A 270� 270lm2 region of the NV layer is selected as the
field of view, where each pixel corresponds to a lateral area of about 1:9
�1:9 lm2. In the following experiments, up to 3� 3 pixel binning is
applied such that the magnetic spatial resolution is expected to be limited
by the 10-lm-thickNV layer. Additional details regarding the experimen-
tal setup are provided in Sec. I of the supplementarymaterial.

III. RESULTS
A. NV spin dephasing time andmagnetic sensitivity

We first characterize the performance of the Ramsey-based
QDM with and without spin-bath driving. The NV spin dephasing
time T�

2 and magnetic-field sensitivity g are studied on a pixel-by-pixel
basis over the field of view. For these measurements, a dual-tone MW
implementation of the Ramsey sequence leverages a strain- and
temperature-insensitive coherence (Sec. II in the supplementary mate-
rial) such that the NV ensemble T�

2 is limited by dipolar interactions
with bath spins. Under this condition, spin-bath driving improves
the NV spin dephasing time and magnetic sensitivity as shown in
Fig. 2(a). The median per-pixel T�

2 is extended by about 1.8� to 2.2(1)
ls, approaching the estimated NV–NV interaction limit of 2.5ls for
this sample (Sec. IV in the supplementary material). The median per-
pixel g is enhanced by about 2.4� to 4.1(1) nT =

ffiffiffiffiffiffi

Hz
p

in the absence
of pixel binning and is comparable to the combined quantization and
photon-shot-noise-limited sensitivity estimate of 3.2 nT=

ffiffiffiffiffiffi

Hz
p

(in
roughly equal contribution, Sec. IV in the supplementary material).
For photon shot-noise-limited Ramsey magnetometry, the magnetic
sensitivity can be written as2 [also see Eq. (S5) in the supplementary
material] gshot /

ffiffiffiffiffiffiffiffiffiffiffiffi

tD þ s
p

=sCeð�s=T�
2 Þp , where C is the NV spin-state

readout contrast, s is the Ramsey free evolution interval, p is a parame-
ter used to describe the Ramsey envelope decay shape, and sD is the
overhead time for NV initialization and readout. The present QDM

operates in a regime where the sensitivity nominally improves linearly
with increased dephasing time,2,20 as sD ¼ 7:04 ls is longer than the
sensing interval s � T�

2 , yielding gshot /
ffiffiffiffiffi

tD
p

=sC. The additional
superlinearity of the measured g improvement is attributed to an
observed increase in spin-state readout contrast C of about 1:2� when
using spin-bath driving and the discrete choices of s due to Ramsey
fringe beating introduced by the hyperfine splitting of the NV spin
resonances.17

The measured per-pixel magnetic sensitivity describes the
expected magnetic noise after 1 s of signal acquisition. Here, the signal
acquisition time Tacq accounts for the duration of time allocated to
acquiring measurements, but excludes the implementation-dependent
duration required to transfer and store the data from the 500-frame
camera buffer to a host computer (Sec. I in the supplementary mate-
rial). This technical overhead is included below when reporting a
“wall-clock” time Twall. The frame rates, wall-clock times, and Allan

FIG. 2. Measured magnetic sensing performance of the Ramsey-based QDM. (a)
Median per-pixel T�

2 is 2.2(1) and 1.2(1) ls with and without spin-bath driving.
Median per-pixel g is 4.1(1) and 9.4(1) nT =

ffiffiffiffiffi

Hz
p

with and without spin-bath driving.
(b) Spatial magnetic noise floor. Measurement data are obtained using the differen-
tial measurement protocol (see main text). Top: Images of magnetic noise with dif-
ferent acquisition times and pixel binning (see the bottom plot). Here, the acquisition
time accounts for the duration of time spent acquiring measurements, but excludes
the implementation-dependent time required to transfer and store data from the
camera to a host computer. The magnetic noise is distributed randomly without sig-
nificant spatial correlation. Field of view: 270� 270 lm2. Scale bar: 50 lm. Bottom:
spatial magnetic noise floor rspatial as a function of acquisition time Tacq for no pixel
binning and 3� 3 pixel binning. rspatial is computed as the standard deviation of
magnetic-field measurements using the entire image after any pixel binning. A
dashed black line depicts power law scaling behavior / T�1=2

acq as a guide to the
eye.
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deviations associated with magnetic sensitivity results in Fig. 2(a) are
included in Sec. IV of the supplementary material.

B. Spatial magnetic noise floor

In magnetic imaging, the ability to resolve a signal of interest
depends upon the per-pixel magnetic sensitivity and spatial magnetic
noise floor.4 Similar to Ref. 4, we quantify the spatial magnetic noise
floor rspatial after a certain acquisition time by calculating the standard
deviation of magnetic-field measurements across the time-averaged
image without any external signal sources present. Uncorrelated spatial
noise can be time-averaged. However, correlated spatial noise across
an image, particularly when similar to the length scale of the signal of
interest, inhibits the utility of temporal averaging and limits the mini-
mum resolvable magnetic field. Specifically, vibration and temperature
changes can induce spatial and temporal variations in the bias mag-
netic field and optical illumination intensity, thereby introducing cor-
related noise into QDMmagnetic images.

For QDM magnetic images of an external signal source (such as
the phantom used in the present demonstration experiments), we miti-
gate the impact of spatially correlated noise varying slowly on the time-
scale between acquisitions of frame sets (i.e., the time required to
transfer the collected 500 frames to the host computer) by employing a
differential measurement protocol. Currents in the phantom are mod-
ulated after one acquisition of the 500-frame set by either on–off gating
or reversing the polarity (Sec. V in the supplementary material). This
protocol enables long-term averaging and is applicable to studies of
signals that can be externally controlled, e.g., from electronic circuits
and electrically active biological cells. When studying signal sources
that cannot be varied straightforwardly, alternative protocols such as
modulating the polarity of bias magnetic field, more advanced MW
pulse sequence schemes, or post-processing filtering can be employed
to mitigate the spatially correlated noise.15,31,32

As shown in Fig. 2(b), the spatial distribution of noise in QDM
images, at different acquisition times Tacq and with no current flowing
in the phantom, have insignificant correlation when using the differen-
tial measurement protocol. The spatial magnetic noise floor, rspatial,
can be averaged down as reflected in the observed rspatial / T�1=2

acq scal-
ing persistent up to about Tacq¼ 4000 s (Twall � 8 h). An inverse pro-
portionality rspatial / 1=nbin is observed as nbin � nbin pixels are
averaged, allowing spatial resolution to be traded for improved spatial
magnetic noise floor and reduced acquisition time. Additional spatial
magnetic noise floor measurements, for different pixel binning and
without employing the differential measurement protocol, are included
in Secs. V and VI of the supplementary material, respectively.

C. Static magnetic-field imaging

We characterize the capability of the Ramsey-based QDM to
image static magnetic fields by applying steady currents to the fabri-
cated wire phantom. The polarity of applied signals is reversed
between acquisitions of frame sets to allow differential measurements
(Sec. V in the supplementary material). As shown in Fig. 3(a), an
imaged magnetic-field pattern with a peak-to-peak amplitude differ-
ence of about 14 nT is obtained by supplying a fixed voltage of 25mV
(436nA current) to the phantom and averaging for about Tacq¼ 200 s
(Twall � 21 min). We simulate the expected phantom magnetic-field
pattern by using finite element software (COMSOL MultiphysicsVR )33

to calculate the current density distributions and the accompanying mag-
netic signals, given the phantom geometry and experimental input cur-
rent I. The standoff distance dso between the phantom and NV surface is
the only free parameter in the simulation and is chosen to best match the
measured magnetic-field pattern,34 yielding dso � 5 lm. Additional sim-
ulated phantom magnetic-field patterns projected along different NV
crystal axes are shown in the supplementary material, Sec. IX.

We also demonstrate QDMmagnetic imaging of a picotesla-scale
signal by applying a 500lV voltage (9 nA current) to the phantom.
After averaging for about Tacq¼ 3600 s (Twall � 7 h), a phantom
magnetic-field pattern with a peak-to-peak amplitude difference of
about 300 pT is resolved with SNR � 3 as shown in Fig. 3(b), left
panel. In addition, as the magnetic noise has insignificant pixel-to-
pixel correlation [Fig. 2(b)], we can apply image denoising techniques
to enhance SNR. A non-local mean denoising method21,35,36 (Sec. VII
in the supplementary material) implemented in open-source

FIG. 3. (a) Simulated (left) and measured (right) phantom static magnetic-field pat-
terns using the Ramsey-based QDM and a differential measurement protocol. The
measurement is conducted with a 25mV voltage (436 nA current) applied to the
phantom and time-averaged for about 200 s. To compute SNR, the peak-to-peak
amplitude difference of the magnetic-field pattern (solid box) is divided by the spatial
magnetic noise obtained from a source-free region (dashed box). The simulated
phantom magnetic-field pattern is obtained using the applied current and geometry
of the phantom. To mimic the parameters of the imaging system, the simulated
magnetic fields are further averaged over a depth of 10 lm (the NV-layer thickness)
and binned with a pixel area of 1:9� 1:9 lm2. NV-phantom standoff distance is the
only free parameter and is tuned to a value of 5 lm to best match the measured
magnetic-field pattern. (b) Demonstration of a picotesla-scale QDM magnetic image.
Left: after about Tacq¼ 3600 s (Twall � 7 h) time-averaging, a magnetic-field pat-
tern with a peak-to-peak amplitude difference of about 300 pT is resolved with
SNR � 3. Right: applying a non-local mean denoising technique enhances image
SNR by about 10�. All images are not binned, and scale bars are 50 lm for (a)
and (b).
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software37 enables an order-of-magnitude improvement of SNR, as
seen in Fig. 3(b), right panel.

D. Dynamic magnetic-field imaging

Access to individual frames from the QDM’s lock-in camera per-
mits imaging of dynamic magnetic signals. As an example, we apply a
1 s-long broadband voltage trace, mimicking a human cardiac signal,
to the phantom and image the associated temporal variations of the
magnetic-field patterns. The camera external frame rate Fs is set to
about 0.5 kHz to maximize time resolution while balancing the 500-
frame camera buffer limitation on a continuous acquisition (Sec. I in
the supplementary material). The signals applied to the phantom are
gated between on and off across successive acquisitions of frame sets
(Sec. V in the supplementary material). The experiment is repeated
400 times.

Figure 4 displays the imaged dynamic magnetic fields with 3� 3
pixel binning (spatial resolution� 10lm). The applied voltage trace is
shown in Fig. 4(a) and overlaid with the measured peak magnetic-field
amplitude. To demonstrate the capability of high-fidelity waveform-
reconstruction, the entire voltage trace is multiplied with a voltage-to-
magnetic-field scaling factor obtained from the applied voltage and
measured peak magnetic-field amplitude data in the static imaging
experiment [Fig. 3(a)]. The good agreement shown in Fig. 4(a)

motivates possible applications such as comparison with patch clamp
electrophysiology recording. A series of magnetic images at time points
corresponding to the pseudo-cardiac signal local extrema are shown in
Fig. 4(b). The phantom magnetic-field pattern becomes indistinguish-
able from the background at (vi), which is used to obtain the spatial
magnetic noise floor rspatial � 3 nT.

Magnetic imaging with sub-millisecond time resolution is also
feasible with the present QDM, as the external frame rate Fs can be
increased to 3.8 kHz. As an example, single-frequency oscillating vol-
tages (<Nyquist frequency, Fs=2) are applied to the phantom, with
measured results shown in Sec. VIII of the supplementary material.

IV. DISCUSSION

We demonstrate a quantum diamond microscope (QDM) for
sensitive, high-speed wide-field imaging of static and broadband mag-
netic signals, based on Ramsey magnetometry and spin-bath-driving
techniques. The dual-tone MW implementation of the Ramsey
sequence mitigates sensitivity degradation due to heterogeneous MW
control fields and diamond strain, while spin-bath driving further
extends the NV spin dephasing time and improves magnetic sensitivity
by decoupling NV interactions with bath spins. Over a 270� 270lm2

field of view, a median per-pixel magnetic sensitivity of 4.1(1) nT
=

ffiffiffiffiffiffi

Hz
p

is realized; and the spatial magnetic noise floor can be averaged
down to the picotesla scale using a differential measurement protocol.
In addition, the QDM’s lock-in camera permits time-resolved mag-
netic imaging with sub-millisecond temporal resolution.

The Ramsey-based QDM presented in this work is a key step
toward applications in the physical and life sciences. For example, mag-
netic-particle-based studies using previous QDMs have probed nanotesla
signal amplitudes.10–12 The sensitivity achieved with the present QDM
should allow studies of picotesla-scale signal amplitudes. As an example
of detecting weak biomagnetic signals, iron-loaded bacterial encapsulin
compartments expressed in genetically engineered mammalian cells are
of interest.22 Magnetization in such 30nm-diameter shell structures has
been demonstrated to produce beneficial T2 contrast in MRI. Cellular
engineering to enhance iron loading, and, in particular, to screen for
superparamagnetism, can facilitate optimization of such MRI contrast
agents. Assuming volumetric magnetization similar to commercial super-
paramagnetic iron-oxide nanoparticles,10 an engineered 30nm-diameter
compartment is expected to produce a magnetic field �600 pT at a
10lm standoff, which can be resolved by the Ramsey-based QDM
within a reasonable averaging time (�100 s of signal acquisition).

The Ramsey-based QDM could also function as a high-
throughput biomagnetism tool, such as searches for biogenic magne-
tite particles related to vertebrate magnetoreception38 or population-
based measurements. The localization of cells containing magnetite
has been challenging, as organism-scale volumes of candidate tissues
need to be screened. Successful identification of magnetite in
salmon23,39 using magnetic force microscopy suggests an order-of-
magnitude estimate for the dipole moment of 10�16 Am2. Assuming
magnetite in other model animals has similar dipole moments, the
magnetic field magnitude immediately outside a 10lm cell is expected
to be tens of nanotesla, which can be imaged by the present QDM
with SNR � 10 in a few minutes of signal averaging [see Fig. 3(a)]. We
estimate a tissue area magnetite screening rate of a few mm2 per hour
using the present QDM, assuming a 10lm-thick tissue. In addition,
the QDM’s ability to measure spatial distributions of vector magnetic
fields enables quantitative estimations of dipole moments.7,10 We thus

FIG. 4. Time-resolved imaging of dynamic magnetic fields using the Ramsey-based
QDM and a differential measurement protocol. A voltage trace mimicking a syn-
thetic, broadband human cardiac signal is applied to the phantom. Sets of QDM
magnetic images are collected with temporal resolution of about 2 ms and binned
with 3� 3 pixels. The experiments are repeated 400 times to allow signal averag-
ing. (a) Temporal variation of the peak magnetic field from the signal-averaged
images is overlaid with the applied stimulus. A voltage-to-magnetic-field scaling fac-
tor of 274.26 nT/V is applied to the entire voltage trace (see main text). A subset of
peak magnetic-field amplitudes from the acquired images are displayed, indicating
good agreement between the applied voltages and magnetic measurements. (b)
Selected magnetic-field images at time points labeled in (a). Each image has been
signal averaged. The spatial magnetic noise at time (vi) is about 3 nT.
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expect the QDMmay become a promising tool for the rapid screening
of vertebrate magnetoreceptor cells.

Beyond imaging of static magnetic fields, the Ramsey-based
QDM’s capability to measure temporal dynamics can benefit studies
of electrically active cells. For example, spatially resolved measure-
ments of electrical currents in cardiac tissue—via imaging of induced
dynamic magnetic fields—could inform biophysics modeling at the
cellular level40–42 or aid in pharmaceutical studies.43 Previous mea-
surements of the heart have recorded nanotesla-scale magnetic fields
at>100lm standoff distances.16,44 As the NV sensing layer can be
brought to few micrometer standoff distances from live bio-sam-
ples15 and externally controlled currents (� 1 lA) can be applied to
cardiac tissue,45 we expect that the Ramsey-based QDM may find
applications in mapping the microscopic electrical properties of such
tissue.46,47

The sub-millisecond time resolution of the present QDM (Sec.
VIII in the supplementary material) is sufficient for mapping the
dynamic magnetic fields produced by neuronal action potential (AP)
currents.48 However, resolving the expected � 1 nT AP magnetic
signal49 with a �0.5ms temporal resolution requires � 4 k averages
(� 2 day of wall-clock time) to reduce the spatial magnetic noise
floor rspatial to � 0.8 nT using 5� 5 pixel binning (�10� 10
�10 lm3 sensing volume) with the present sensitivity and technical
overhead time. While repeated AP excitation of cultured neurons
in vitro is feasible (continuous stimulation at 4Hz over days has
been reported50), the long experimental time poses a significant chal-
lenge. For the QDM to become an attractive tool for this application,
at least an order-of-magnitude improvement in volume-normalized
(i.e., per-pixel) sensitivity is likely required. In the present system,
increasing the optical illumination intensity for improved NV fluo-
rescence signal results in degraded contrast due to NV charge-state
conversion.51 The optimal laser illumination intensity found in the
present work �0.014 mW/lm2 is far from the NV saturation inten-
sity52 (1� 3 mW/lm2), highlighting the importance of further dia-
mond engineering to mitigate charge-state issues. The ensemble NV
spin dephasing time after spin-bath driving T�

2 ¼ 2:2(1) ls is limited
by NV–NV dipolar interactions. Homonuclear-decoupling techni-
ques53 that mitigate NV–NV interactions while maintaining sensitiv-
ity to static and broadband magnetic fields are promising for further
NV T�

2 extension. Beyond the direct sensitivity improvements due to
prolonged NV spin dephasing time, improving the sensing duty
cycle in the pulse sequence (i.e., increasing the fraction of time spent
in the Ramsey free evolution interval) may warrant the use of alter-
native readout schemes;2 and may require further advances in cam-
era and other hardware capabilities. In particular, reducing the
overhead time associated with data transfer from the camera buffer
to the host computer will be a key challenge for future QDM
optimization.

While we focus in this work on imaging the projected component
of magnetic signals along a single sensing NV orientation, vector
magnetic-field imaging can be also realized by sequentially interrogat-
ing the four different NV axes.1 In addition, pulsed protocols for NV
AC magnetometry54 may enable wide-field imaging of thermally
polarized NMR signals with micron-scale resolution. Quantum logic
enhanced (QLE) techniques for NV ensembles have recently demon-
strated>10� SNR enhancement for AC signals.55 QLE sensing may
also be incorporated in future QDM realizations.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional details of experi-
mental methods.
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